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Shape-preserving	Sampling		
of	Binary	Images	

	
Problem:	Shapes	may	change	under	digiNzaNon	

	
	
This	cannot	be	solved	by	using	Shannon´s	Theorem	since	binary	
images	are	not	bandlimited.	
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Shape-preserving	Sampling	Theorem	I	
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Shape-preserving	Sampling	Theorem:	
The	shape	of	an	r-regular	image	can	be	correctly	reconstructed	a<er	sampling	
with	any	sampling	grid,	if	the	grid	point	distance	is	not	larger	than	r.			
		

Stelldinger,	Köthe	2003	

"grid	point	distance": 	maximal	distance	from	arbitrary	sampling	point	to	
	 	 	the	next	sampling	point	

"r-regular	binary	image":	

osculaNng	r-discs	at	each	boundary	
point	of	the	shape	
	
⇒	curvature	bounded	by	1/r	
⇒	bounded	thinness	of	parts	
⇒	minimal	distance	between	parts	
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Shape-preserving	Sampling	Theorem	II	

•  What	does	correct	reconstrucNon	mean?		

•  Topological	and	geometric	similarity	criterion:	

•  One	shape	can	be	mapped	onto	the	other	by	twisNng	the	
whole	plane,	such	that	the	displacement	of	each	point	is	
smaller	than	r.	
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Sampling	of	Shapes	in	Arbitrary	Images	I	

•  The	previous	sampling	theorem	also	holds	for	greyvalue	
images,	if	each	greyvalue	level	set	is	an	r-regular	shape.	

•  A	"level	set"	is	the	set	where	the	image	is	brighter	than	a	
given	threshold	value.	

5
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 sampling + reconstruction 
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Sampling	of	Shapes	in	Arbitrary	Images	II	

•  Reconstruction after sampling from r-regular originals 

•  The generalization to higher dimensions has been 
recently solved. 
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Comparison	of	the	Sampling	Theorems	
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QuanLzaLon	of	Greyvalues	
	

QuanNzaNon	of	greyvalues	transforms	conNnuous	values	of	a	sampled	image	
funcNon	into	digital	quanNNes.	

Typically	2	...	210	quanNzaNon	levels	are	used,	depending	on	the	task.	

Less	than	29	quanNzaNon	levels	may	cause	arNficial	contours	for	human	
percepNon.	
	

Example:		
	

IP1	–	Lecture	4:	Shape-preserving	Sampling	and	Thresholding	
	
	

256	 16	 8	 4	 2	
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Uniform	QuanLzaLon	
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zmax 0 
q0 

qN-1 Equally	spaced	discrete	values	
q0 ... qN-1 represent	equal-width	
greyvalue	intervals	of	the	
conNnuous	signal.	
	
Typically	N = 2K for	K = 1 ... 10 

Uniform	quanNzaNon	may	"waste"	quanNzaNon	levels,	if	greyvalues	are	
not	equally	distributed.	
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Nonlinear	QuanLzaLon	Curves	

10	
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E.g.	fine	resoluLon	for	"interesLng"	greyvalue	ranges,	coarse	resoluLon	
for	less	interesLng	greyvalue	ranges.	

Example:		
Low	greyvalues	are	mapped	into	
more	quanNzaNon	levels	than	
high	greyvalues.	

z 

q 

Note:	
SubjecNve	brightness	in	human	percepNon	depends	
(roughly)	logarithmically	on	the	actual	(measurable)	brightness.		
To	let	the	computer	see	brightness	as	humans,		
use	a	logarithmic	quanNzaNon	curve.	
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OpLmal	QuanLzaLon	I	
AssumpNon:	
Probability	density	p(z)	for	conNnuous	greyvalues	and	number	of	quanNzaNon	
levels	N	are	known.	

Goal:	
Minimize	mean	quadraNc	quanNzaNon	error	dq	by	choosing	opNmal	interval	
boundaries	zn	and	opNmal	discrete	representaNves	qn.		
	
	
Minimizing	by	seeng	the	derivaNves	zero:	
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dq
2 =  (z− qn )2

zn

zn+1

∫
n=0

N−1

∑ p(z)dz

δ
δzn

dq
2 = (zn − qn−1)2 p(zn )− (zn − qn )2 p(zn ) = 0   for n =1 ... N -1

δ
δqn

dq
2 = −2 (z− qn

zn

zn+1

∫ )p(z)dz = 0   for n = 0 ... N -1
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Optimal Quantization II 
SoluNon	for	opNmal	quanNzaNon:	
	
	

Each	interval	boundary	must	be	in	the	middle	of	the	corresponding	
quanNzaNon	levels.	
	
	
Each	quanNzaNon	level	is	the	center-of-gravity	coordinate	of	the	
corresponding	probability	density	area.	
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zn =
1
2

(qn−1 + qn )    for n =1 ... N -1 when p(zn )> 0

qn =
zp(z)dz

zn

zn+1

∫

p(z)dz
zn

zn+1

∫
    for n = 0 ... N -1 

p(z) 

0 zmax z1 z2 z3 
q0 q1 q2 

OpLmal	quanLzaLon	can	
be	determined	by	an	
iteraLve	algorithm	
beginning	with	an	
arbitrary	choice	of	z1 
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BinarizaLon	

For	many	applicaNons	it	is	convenient	to	disNnguish	only	between	2	
greyvalues,	"black"	and	"white",	or	"1"	and	"0".	

Example:		Separate	object	from	background	

BinarizaNon	=	transforming	an	image	funcNon	into	a	binary	image			

Thresholding:	
	

	

	

Thresholding	is	ohen	applied	to	digital	images	in	order	to	isolate	parts	
of	the	image,	e.g.	edge	areas.	
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T  is	called	„threshold“	g(x, y)⇒
0 if g(x, y)< T
1 if g(x, y) ≥ T

#
$
%

&%
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Threshold	SelecLon	by	Trial	and	Error	

A	threshold,	which	perfectly	isolates	an	image	component		
must	not	always	exist.		
SelecLon	by	trial	and	error:	

	Select	threshold	unNl	some	image	property	is	fulfilled,	e.g.		

Number	of	trials	may	be	small	if	logarithmic	search	can	be	used.	
Example:		

	At	most	8	trials	are	needed	to	select	a	threshold	0	≤	T	≤	255,	
	which	best	approximates	a	given	q0.	
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line strength ⇒  d0

number of connected components ⇒  n0

q = #white pixels
#black pixels

 ⇒  q0
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DistribuLon-based	Threshold	SelecLon		
The	greyvalue	distribuNon	of	the	image	funcNon	may	show	a	
bimodality:		
	

	
	
Two	methods	for	finding	a	plausible	threshold:	

	1.	Find	"valley"	between	two	"hills“	
	2.	Fit	hill	templates	and	compute	
	 		intersecNon	

Typically,	computaNons	are	based	on	
histograms	which	provide	a	discrete	
	approximaNon	of	a	distribuNon.	
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p(z) 

z 
plausible	choice	of	threshold	

p(z) 

z 
h(z) 

z 
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Threshold	SelecLon	Based	on	Reference	
PosiLons		

In	many	applicatons,	the	approximate	posiNon	of	image	components	is	
known	a	priori.	These	posiNons	may	provide	useful	reference	
greyvalues.		
	
Example:	
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a 
 
 
 
b 

T = a+ b
2

Possible	choice	of	threshold:	

Threshold	selecLon	and	binarizaLon	may	be	decisively	facilitated	by	a	good	
choice	of	illuminaLon	and	image	capturing	techniques.	
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Image	Capturing	for	Thresholding	
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If	the	image	capturing	process	can	be	controlled,		
thresholding	can	be	facilitated	by	a	suitable	choice	of	
•  IlluminaNon	
•  camera	posiNon	
•  object	placement	
•  background	greyvalue	or	colour	
•  preprocessing	

Example:	BacklighLng	
IlluminaNon	from	the	rear	gives	bright	background	and	shadowed	object	

Example:	Slit	illuminaLon	
On	a	conveyor	belt	illuminated	by	a	light	
slit	at	an	angle,	elevaNons	give	rise	to	
displacements	which	can	be	recognized	
by	a	camera.	

empty	 object	present	
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In:	Exercise	1	

•  Discussion	and	presentaNon	of	the	results	
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Out:	Exercise	2	

•  Brief	overview	of	the	next	exercise	sheet	
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